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We present two methods to obtain a probability distribution from its moments. In the first method one chooses a set of orthogonal polynomials with corresponding weighting function. In the second method one chooses a starting distribution and uses that to construct orthogonal polynomials. We give a number of examples.

I. Introduction

In previous publications we considered the problem of constructing probability distributions from its moments and have the results to a number of problems. In this paper we apply the method to some exactly solvable problems and numerically and graphically compare the exact and approximate results. Suppose we have a set of orthogonal polynomials $L_n(x)$ with weighting function $w(x)$. We define the complete set of functions by

$$u_n(x) = \frac{1}{\sqrt{N_n}} \sqrt{w(x)} L_n(x)$$

where $N_n$ are normalizing numbers so that

$$\int w(x) L_n(x) L_m(x) dx = N_n \delta_{nm}$$

and hence

$$\int u_n(x) u_m(x) dx = \delta_{nm}$$

We assume that all quantities are real. Any function, $f(x)$ can be expanded as

$$f(x) = \sum_{n=0}^{\infty} c_n u_n(x)$$

with

$$c_n = \int f(x) u_n(x) dx$$

---
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Expansion of a probability density. For a probability density $P(x)$ we expand it as \[ P(x) = \sqrt{w(x)} \sum_{n=0}^{\infty} c_n u_n(x) \] (6)

The reason for inserting $\sqrt{w(x)}$ is so that the coefficients $c_n$ will be functions of the moments only, as we now show. Using Eq. (5) with $f(x) = P(x)/\sqrt{w(x)}$, the coefficients, $c_n$, are

\[ c_n = \int \frac{P(x)}{\sqrt{w(x)}} u_n(x) dx = \frac{1}{\sqrt{N_n}} \int P(x)L_n(x) = \frac{1}{\sqrt{N_n}} \langle L_n(x) \rangle \] (7)

Since $L_n(x)$ are polynomials $\langle L_n(x) \rangle$ can be constructed from the moments and hence so can the $c_n$. The distribution is then constructed by way of

\[ P(x) = \sqrt{w(x)} \sum_{n=0}^{\infty} \frac{1}{\sqrt{N_n}} \langle L_n(x) \rangle u_n(x) \] (8)

or

\[ P(x) = w(x) \sum_{n=0}^{\infty} \frac{1}{N_n} \langle L_n(x) \rangle L_n(x) \] (9)

II. Explicit Initial Distribution

In the above formulation the weighting function and the polynomials are chosen and fixed. If the probability distribution that we have fits the weighting function then the above expansion is fine. However suppose we have a probability distribution and we want to construct the polynomials. We now show how that can be done [5]. That will allow us to relate two probability distributions and their moments. We first describe the standard theory for obtaining orthogonal polynomials for a given weighting function. Suppose we define \[ m_j = \int x^j w(x) dx \] (10)

then the following polynomials [1, 4]

\[ K_n(x) = \begin{bmatrix} m_0 & m_1 & m_2 & \cdots & m_n \\ m_1 & m_2 & m_3 & \cdots & m_{n+1} \\ m_2 & m_3 & m_4 & \cdots & m_{n+2} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ m_{n-1} & m_n & m_{n+1} & \cdots & m_{2n-1} \\ 1 & x & x^2 & \cdots & x^n \end{bmatrix} \] (11)

will be an orthogonal set in the sense that

\[ \int w(x)K_n^*(x)K_m(x)dx = N_n \delta_{nm} \] (12)
where the normalizing factors $N_n$, are given by

$$
N_n = \begin{vmatrix}
  m_0 & m_1 & m_2 & \cdots & m_{n-1} \\
  m_1 & m_2 & m_3 & \cdots & m_n \\
  m_2 & m_3 & m_4 & \cdots & m_{n+2} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  m_{n-1} & m_n & m_{n+1} & \cdots & m_{2n-2}
\end{vmatrix}
$$

$$
\begin{vmatrix}
  m_0 & m_1 & m_2 & \cdots & m_n \\
  m_1 & m_2 & m_3 & \cdots & m_{n+1} \\
  m_2 & m_3 & m_4 & \cdots & m_{n+2} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  m_{n-1} & m_n & m_{n+1} & \cdots & m_{2n-1} \\
  m_n & m_{n+1} & m_{n+2} & \cdots & m_{2n}
\end{vmatrix}
$$

(13)

Note that the normalizing factor $N_n$ depends on moments up to $2n$. The first few polynomials are

$$K_0(x) = m_0$$

(14)

$$K_1(x) = \left[ m_0 \begin{array}{c} 1 \\ x \end{array} \right] = x - m_1$$

(15)

$$K_2(x) = \left[ m_0 \begin{array}{c} m_1 \\ m_2 \\ 1 \\ x \end{array} \right] = (m_2 - m_1^2)x^2 + (m_1m_2 - m_3)x + m_1m_3 - m_2^2$$

(16)

Now, to apply this formulation to our aim of constructing probability distributions we take the probability $P(x)$, to be the weighting function [5]

$$w(x) = P(x)$$

(17)

and furthermore since we assume the probability is normalized we have that

$$m_0 = 1$$

(18)

and the rest of the $m$’s are then the moments of $P(x)$.

Now suppose we have another probability distribution $P'(x)$ with moments $m'_n$. As in the previous section we can write

$$P'(x) = P(x) \sum_{n=0}^{\infty} \frac{1}{N_n} \langle K_n(x) \rangle' K_n(x)$$

(19)

In Eq. (19) $\langle K_n(x) \rangle'$ is given by

$$\langle K_n(x) \rangle' = \int dx K_n(x) P'(x)$$

(20)

or explicitly

$$\langle K_n(x) \rangle' = \begin{vmatrix}
  1 & m_1 & m_2 & \cdots & m_n \\
  m_1 & m_2 & m_3 & \cdots & m_{n+1} \\
  m_2 & m_3 & m_4 & \cdots & m_{n+2} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  m_{n-1} & m_n & m_{n+1} & \cdots & m_{2n-1} \\
  \int P'(x)dx & \int xP'(x)dx & \int x^2P'(x)dx & \cdots & \int x^nP'(x)dx
\end{vmatrix}$$

(21)
Note that \( \langle K_n(x) \rangle' \) involves the moments of both distributions. Therefore we have,

\[
P'(x, t) = P(x) \sum_{n=0}^{\infty} \frac{1}{N_n} \begin{vmatrix} 1 & m_1 & m_2 & \cdots & m_n \\ m_1 & m_2 & m_3 & \cdots & m_{n+1} \\ m_2 & m_3 & m_4 & \cdots & m_{n+2} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ m_{n-1} & m_n & m_{n+1} & \cdots & m_{2n-1} \\ 1 & m'_1 & m'_2 & \cdots & m'_n \end{vmatrix} K_n(x) \tag{23}
\]

Explicitly, the first few terms are

\[
P'(x) = P(x) \left( 1 + \frac{1}{N_1} \begin{vmatrix} 1 & m_1 \\ m_1 & m'_1 \end{vmatrix} K_1(x) + \frac{1}{N_2} \begin{vmatrix} 1 & m_1 & m_2 \\ m_1 & m'_1 & m'_2 \end{vmatrix} K_2(x) \cdots \right) \tag{24}
\]

Note that if the moments are the same then indeed \( P'(x) = P(x) \) because only the first term survives. That is the case since in the determinant the first and last rows are the same.

The above formulation relates two probability distributions and their moments. There are other ways one can relate probability distributions, such as the Gram-Charlier or Edgeworth series and their generalization [2]. The comparison of the method presented here with those other methods will be discussed elsewhere. The advantage of this formulation is that it expands the probabilities in terms of orthogonal polynomials and explicitly brings in the moments in a relatively simple way. We now define the approximate probability of order \( M \) by

\[
\tilde{P}'_M(x) = P(x) \sum_{n=0}^{M} \frac{1}{N_n} \langle K_n(x) \rangle' K_n(x) \tag{25}
\]

### III. Examples

We now consider a number of examples comparing \( \tilde{P}'_M(x) \) with the exact solution and examine how it depends on the value of \( M \). In all the cases \( P(x) \) and \( P'(x) \) are normalized to one. In the figures, the number above the figure is the \( M \) value. The bold line is the approximation, \( P_M(x) \), and the exact solution, \( P'(x) \), is the dotted line.
**Example 1.** We aim to approximate

\[ P'(x) = 2772x^5(1 - x)^5, \quad 0 \leq x \leq 1 \quad (26) \]

from the starting distribution

\[ P(x) = 1, \quad 0 \leq x \leq 1 \quad (27) \]

We clearly see that after a few iterations we have found the exact formula and the graphs overlap indicating an excellent approximation.
Example 2. For this example we take

\[ P'(x) = \frac{48\pi^2}{8\pi^2 - 3} x^2 \sin^2(2\pi x), \quad 0 \leq x \leq 1 \]

and the starting distribution is

\[ P(x) = 1, \quad 0 \leq x \leq 1 \]  \hspace{1cm} (28)
Example 3. The exact is

\[ P'(x) = \frac{48\pi^2}{8\pi^2 - 3} x^2 \sin^2(2\pi x) \], \quad 0 \leq x \leq 1

and the starting distribution is

\[ P(x) = 840 [x(1/2 - x)(1 - x)]^2 \], \quad 0 \leq x \leq 1 \] (29)
Example 4 In this example the interval is the positive $x$ axis. For the exact we take

$$P'(x) = \frac{1}{2\sqrt{\pi}}e^{-x^2}, \quad 0 \leq x \leq \infty$$

and the starting distribution is taken to be

$$P(x) = xe^{-x}, \quad 0 \leq x \leq \infty \quad (30)$$
Example 5. We consider two Gaussian distributions where one is a shifted version of the other. For the exact we take
\[
P'(x) = \frac{1}{\sqrt{\pi}} e^{-(x-2)^2}, \quad \infty \leq x \leq \infty
\]
and the starting distribution is
\[
P(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}, \quad 0 \leq x \leq \infty
\] (31)
IV. Conclusion

We have presented two methods for obtaining a probability distribution from its moments. In the first method one chooses a set of orthogonal polynomials with corresponding weighting function. In the second method one chooses a starting distribution and uses that to construct the orthogonal polynomials. We have presented a number of examples to show that the method works very well.
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